Introduction

Goal: mHcDIFF predicts the pixel-aligned 3D shapes of
humans robustly from occluded images.

Input 1mage Segmented 1mages 3D reconstruction as point cloud

Problem:

- Parametric body models lack geometric details
ike clothing and hair.

» Implicit-function-based methods are
sensitive to occlusion.

Contributions:

- We propose a multi-hypotheses conditioning mechanism
that captures the distribution of multi-hypotheses SMPL
meshes to be robust to occlusion.

» We adopt point cloud diffusion model to inpaint the
Invisible parts with pixel-aligned detail shapes.

MHCDIFF: Multi-hypotheses Conditioned Point Cloud Diffusion
for 3D Human Reconstruction from Occluded Images
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Methods

Overall framework —Local features
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Feature Projection
(Sec. 3.)

Extract Local Features
(Sec. 4.2 ~4.3)

Pose & Shape Estimation
(Sec. 3.)

Multi-hypotheses

Conditionethoint Cloud Diffusion Model (Sec 4.4)

Local features: Signed distance and normals [2]
XM = [y(d(X4]S)), n(X;|S)

Multi-hypotheses condition:
Each point follows the closest SMPL mesh with

the respective probability.

XSMPE = (13 3(0(X15)), 7(d(X1[S7)), m(Xi] ;)

i = argmincq,.. o3| d(X¢|S;)

Conditioned point cloud diffusion
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Experiments
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